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ABSTRACT

This paper proposes a novel concept within Quantum Natural Language Processing (QNLP) to encode the interpersonal 
metafunction of Systemic Functional Linguistics (SFL), particularly tenor, into quantum circuits by treating Japanese 
honorifics seriously. Because of English language bias in the literature, the incorporation of nuanced aspects of 
interpersonal communication evident in low-resource languages like Japanese remains underdeveloped and overlooked. 
This study leverages the quantum computing Python package lambeq to capture grammar and social context specifically, 
the roles and relationships that define interpersonal interactions in quantum circuits. The newly introduced honorific 
type h accomplishes this end. This strategy exposes the capability of quantum circuits to model the complex structures of 
language, moving beyond grammar the horizontal, textual dimension of SFL to embrace the vertical, hierarchical dimension 
of human communication and social interaction more broadly. Through this lens, the paper underscores the potential of 
QNLP to transcend traditional linguistic analysis, advocating for a broader and more nuanced understanding of language 
that includes both the spoken word and the interlocutors’ social persona. An algorithm for parsing Japanese grammar into 
pre-group diagrams containing the h type is introduced along with a codebase for other researchers to use and to which to 
contribute. Lastly, a binary classification experiment demonstrates that the circuits generated from these pre-group diagrams 
are suitable for Quantum Machine Learning (QML) applications.

Keywords: Quantum Natural Language Processing (QNLP); Systemic Functional Linguistics (SFL); Japanese honorifics; 
Interpersonal metafunction; lambeq; Pre-group grammar; Quantum Machine Learning (QML)

INTRODUCTION

What kinds of linguistic information can quantum circuits 
encode? This preliminary study demonstrates the relevance of that 
question. The path to an answer begins with Systemic Functional 
Linguistics (SFL), a theory positing that language operates on 
multiple levels, including the ideational, textual, and interpersonal 
[1]. The interpersonal metafunction underscores how language acts 
as a tool for speakers to negotiate social roles and relationships 
a language dimension richly encoded in the honorific systems of 
languages like Japanese [2]. The core of this paper is an endeavor 
to encode the interpersonal metafunction of SFL into quantum 
circuits for the first time using the nuanced system of Japanese 
honorifics. This initiative is motivated by the significant English 
language bias in current Natural Language Processing (NLP) 
and Quantum Natural Language Processing (QNLP) literature. 
This bias obfuscates the rich and implicit interpersonal nuances 
commonly found in high-context languages like Japanese [3]. 
This study, then, leverages lambeq to encode the interpersonal 
metafunction into quantum circuits and utilizes those circuits in a 

binary classification experiment to show their utility [4,5]. 

This study is also an invitation to reassess the possibilities of 
QNLP, urging the field to study language in its entirety. Through 
an introductory-level and technical examination of Japanese 
honorifics within a quantum computational framework, this study 
identifies a path toward a more inclusive, nuanced, and profound 
understanding of language that examines the interpersonal as 
much as the textual and informational.

Why take a quantum approach to language?
QNLP aims to leverage the peculiarities of quantum mechanics 
to unravel the intricate tapestry of human language. It provides 
a means to encode grammatical and semantic relationships 
between words or between sentences, depending on the level of 
granularity, directly into quantum circuits [6,7]. This encoding is 
made possible by working with variations of monoidal categories, 
abstractions of vector spaces, the unifying mathematical structure 
shared by language and quantum mechanics [8]. Then, the reason 
for taking a quantum approach to language is not strictly about 
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nature [27-34]. This mathematical basis demonstrates a connection 
between simulating nature and understanding grammar [35-37]. 
Additionally, researchers have created algorithms and software 
packages, like lambeq, that support research and experimentation 
using these ideas [38]. Studies document several different linguistic 
phenomena in detail, such as hyponymy, entailment, logical and 
conversational negation, worldly context, representing relative 
pronouns, and parsing conjunctions [39-43]. Machine learning 
classification, machine translation, and other intelligence models 
have also been the subject of ongoing research [44-48]. Lastly, 
creatives have even applied QNLP in music and computer vision 
[49,50]. The ideas presented here are indebted to the research cited 
above.

Inspirations for the h type and for applying QNLP to the 
Japanese language specifically
First of all, the outstanding work cited here, two papers deserve 
thanks for inspiring the insights of this study. First, in “Talking 
Space: Inference from Spatial, Linguistic Meanings”, Wang-
Maścianica and Coecke demonstrated that DisCoCat diagrams 
could encode spatial meaning and arbitrarily defined conceptual 
spaces. The idea that DisCoCat diagrams can encode more than 
textual grammar and semantics is the primary inspiration for 
exploring the h type to encode interpersonal meaning. Second, Liu 
et al., further developed DisCoCirc, also called text circuits, setting 
the stage for implementing these circuits in software [51-53]. For 
the present study, the critical insight from Liu et al., is that text 
circuit simplification in English strips away the copula “is”. One 
cannot strip the copula during simplification without truncating 
interpersonal meaning in a language like Japanese because it 
carries unique, honorific information. Applying the principles of 
QNLP to the Japanese language reveals this potential problem. 
The ideas inspired by those two works taken together are keys to 
understanding the contributions offered in the present study.

MATERIALS AND METHODS

Systemic Functional Linguistics (SFL)
The QNLP literature prior to this paper lacks any exploration 
into SFL. SFL presents language as a multi-faceted model that 
emphasizes languages as semiotic systems it is a functional tool 
couched within a social context and relationships that inform the 
choice network available to interlocutors [54]. SFL relies on the 
concept of metafunction, which are the foundational aspects of 
language. Figure 1 provides a graphical representation of SFL, its 
metafunction, and their components [53].

The three metafunctions are the ideational, textual, and 
interpersonal. The ideational metafunction is concerned with 
the representation of reality in language. It includes experiential 
and logical functions that inform the ideas interlocuters express 
about the world around them and their inner thoughts. The 
textual metafunction, on the other hand, is concerned with how 
words, sentences, and paragraphs are made into meaningful texts 
as opposed to being long strings of incomprehensible symbols. 
While these metafunctions are crucial to understanding SFL, the 
interpersonal metafunction is vital here [54].

The interpersonal metafunction of SFL is broad and covers ideas 
such as mood, motivation, and the relationship between the 
interlocutors [55]. The tenor of the discourse conveys the latter 
idea. 

performance, though computing vector spaces is more efficient on 
quantum hardware [9]. Rather, the quantum advantage provided 
by QNLP over traditional NLP is the unique ability of the quantum 
approach to create grammar-aware models using pre-group or CCG 
(Combinatory Categorical Grammar) grammars [10,11]. Simply 
put, the QNLP approach specifies grammar as a part of its model, 
while traditional NLP approaches ignore it. This difference could 
lead to more consistent and verifiable outputs than contemporary 
Large Language Models (LLMs).

Contributions and their avenues for further research
This paper provides several novel contributions to further the 
field and opens the path to further research focused on each 
contribution as well:

• First, it proposes using the custom atomic type definition 
functionality of lambeq to encode honorifics as a unique type 
instead of lumping them in with nouns [12]. Introducing the h 
type invites further research into other potential types for the 
more intricate features of Japanese honorifics and particles, as 
theorized in Walton. [13]. 

• Second, a binary classification experiment leverages the h type, 
encouraging future experiments.

• Third, it provides an alternative starting point for other 
researchers to build their Japanese experiments without 
relying on the depCCG parser. The source code is available on 
GitHub [14].

• Fourth, it invites researchers and developers to consider 
language bias and attempt to mitigate it. Considering 
overlooked information encoded in quantum circuits is a 
significant area for further research.

• Lastly, it introduces a simple model based on Japanese 
honorifics for considering language content across two 
dimensions: The textual and the interpersonal. Applying more 
mathematical rigor to this model to present it as a conceptual 
space a geometric representation of an abstract idea is one 
avenue for further research. Extending the model to account 
for the experiential metafunction of SFL is also a worthy 
endeavor [15].

Background
The nature of QNLP studies is highly interdisciplinary. A brief 
discussion of work in this field, SFL, and Japanese honorifics sets 
the context specific to this work.

A brief literature review
This paper situates its contributions within the broader context 
of ongoing research in QNLP, drawing connections to previous 
work that has explored the encoding of linguistic structures within 
quantum circuits to various ends. An in-depth discussion of these 
findings would be lengthy, so curious readers are encouraged to 
read the sources and more extensive literature reviews for a more in-
depth introduction to the field [16,17]. There has been a great deal 
of work on diagrammatic reasoning using DisCoCat (Distributional 
Compositional Categorical), DisCoCirc (Distributional 
Compositional Circuits) (or “text circuits”), internal wirings, ZX-
calculus, and more [18-26]. Diagrammatic reasoning leverages pre-
group grammar, category theory, and Frobenius algebras as the 
mathematical basis of the diagrams as well as the underpinning 
of the more extensive compositional nature of both discourse and 



3

Walton RD

Int J Swarm Evol Comput, Vol.13 Iss.4 No:1000379

and a right-adjoint called s.r. The left and right nomenclature refers 
to the adjoint’s relative position to the noun. The right-adjoint, 
for example, will always be written to the right of the atomic type-
i.e., n.r is always to the right of n. Adjoints can be chained, like s.l.l 
(the left-adjoint of the left-adjoint of s), which means that the s.l.l 
is to the left of an s.l that completes the pair. Figure 2 provides an 
example of these types and adjoints in a diagram. Lastly, the types 
combine using cups, as shown in Figure 3. The s wire is the only 
exception in a grammatically correct pre-group diagram.

Sentence-enders and meaning-carriers brief literature 
review
After defining atomic types, they are combined into complex 
types and assigned to words in a sentence. A Japanese sentence 
will always end with a verb, an い(i)-adjective, or the copula (述
語 (jyutsugo) is a general term that refers to any of these three 
parts of speech). Specifically, the final word always carries s in a 
casual, isolated sentence. When using the polite form, the final 
word always carries the interpersonal meaning via h, but it does not 
always contain s. Therefore, the final word does not always carry 
the textual meaning of the sentence. The grammar model must 
account for this when considering the predicate at large. In the 
following discussion, a sentence-ender is any grammatical type that 
can end a sentence. This term is a hypernym for verbs, the copula, 
and politeness markers. Whenever the sentence-ender does not 
carry the textual meaning of the sentence, the word that does so is 
the meaning-carrier. Again, this is a shorthand to identify the word 
that will include s in its complex type assignment. Note that the 
meaning-carrier is the adaptable word in the sentence. While it will 
always have an s, the number of particles, the presence of adverbs, 
other verbs, or even the presence of nouns will sometimes alter the 
meaning-carrier’s type assignment. Figure 4 is an example.

More completely, tenor is concerned with the identity of the 
interlocutors, their roles, their relationship or intimacy with one 
another, and their positions within their societal context [56]. The 
Japanese honorific system, which includes different grammatical 
forms of language to express varying levels of respect and social 
hierarchy, falls precisely within the realm of tenor, serving as a clear 
example of how tenor manifests itself in language [53].

Japanese honorifics
In Japanese, honorifics are expressions, titles, grammatical forms, 
or phrases that directly embed the broader social context, formality, 
and hierarchy into the language. This embedding is so deep that 
mastery of honorifics proves mastery of the language and even the 
highest levels of social acumen. While it is possible to categorize 
honorifics into different groups by function, a complete taxonomy 
and elucidation of honorifics to such a degree is not necessary for 
this study (for detailed information, see [57]). The essential function 
here is that of the addressee honorifics, like です (desu) and ます 
(masu), which imply the social realities between interlocuters [58].

Grammar model overview 
This section discusses the Japanese grammar model developed for 
this study and introduces pre-group grammar, atomic types and 
complex types, and particulars of the Japanese language.

Pre-group grammar: Atomic types and adjoints 
Creating a quantum circuit in lambeq begins with defining the 
atomic types of a pre-group grammar. Atomic types combine into 
complex types. Grammatically intricate words receive complex 
types, while simpler words, like nouns, receive atomic types. The 
connectivity of the grammar is specified by pairing the atomic types 
with their left or right adjoints, which is so-called because types are 
abstractions of matrices. For example, s has a left-adjoint called s.l 

Figure 1: SFL diagram with annotations to emphasize the interpersonal metafunction. Note: The annotations are original to this paper. Current 
work in QNLP focuses on grammatical structures and textual meaning. The proposal is to consider interpersonal meaning between the red bars, 
especially tenor.
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parses these adjectives as nouns with a particle suffix. The second 
derives from い(i)-adjectives by changing the い(i) ending to く(ku), 
as in Figure 9. This derivation is a regular part of the language, so 
finding a “ku” in the predicate means finding an adverb.

The て (te)-form is a particular form of a Japanese verb that modifies 
another subsequent verb. It, in effect, allows an entire verbal clause 
to modify another verb. When this occurs, the sentence’s particle 
links, the s.l types, join to the て (te)-form verb instead of the verb 
carrying the s type. Figure 10 demonstrates.

Next, the copula だ (da) is unique in that it must suffix a noun like 
a particle, hence the n.r type on the left side of the copula’s complex 
type in Figure 11. Otherwise, だ (da) functions like a verb.

With casual sentences, there is a simple pattern. The connections 
flow from the left to the right. In the casual sentence-ender, noun 
terms, as in the case of だ (da), are defined on the leftmost side of 
the assignment. The particle links follow next, and the final term 
will always be the s term. This order always holds.

Polite language
With pre-groups, everything about casual language is also true for 
polite language, with two notable exceptions caused by including 
the h type. The first exception is the inclusion of h.l on the left side 
of s types in the polite-form verb. The second is the inclusion of the 
h type in the polite copula です (desu) on the left side of the n.r type.  
First, regarding the use of h.l, verbs in the polite form anticipate the 
helper verb ます (masu). ます (Masu) always has the type h. This rule 
is the archetypal example of a sentence-ender that is not a meaning-
carrier. When ます (masu) is present, the polite form verb preceding 
the sentence-ender always carries the meaning. The same is also 
true of the predicate use of the adjective. There is no difference 
between the type assignments of polite verbs and predicate い (i)-
adjectives paired with です (desu), as shown in Figures 12 and 13.

Complex types
This sub-section describes various parts of speech that the grammar 
model can process. These include particles, casual language, and 
polite language. Casual and polite language require different 
pre-group grammar diagrams to describe the behavior of verbs, 
adjectives, adverbs, the て (te) form verb, the copula, and verbal 
nouns. 

Particles
In general, particles suffix nouns and specify the noun’s relationship 
to the verb’s action. Particles are words that explicitly define a 
sentence’s subject, object, and indirect object. They also, therefore, 
give Japanese flexibility regarding word order (Figure 5).

The exception in this model is the possessive, or genitive, particle 
の (no). の (no) will always link two nouns together, so it expects a 
noun on its left and right, like in Figure 6. The result is a composite 
noun that accepts particle suffixes as an independent noun in the 
sentence. This study excludes other uses of the particle の (no). 
Handling the different types of の (no) in this model is an avenue 
of future research (Figure 6).

Casual language
Casual language has no honorifics, so its type assignments are 
the simplest. The foundational type is the casual verb because its 
assignment starts with a solitary s. The presence of particles will 
cause the type assignment of any sentence-ender to expand with 
one s.l type for each particle in the sentence, as shown in Figures 7 
and 8. It is also worthy of note that the い (i)-adjective type is also 
s when it is the sentence-ender because い (i)-adjectives function as 
verbs when concluding sentences, as in Figure 8.

Japanese adverbs come primarily in two forms. The first is the な 
(na)-adjective, a noun suffixed with the に (ni) particle. This study 

Figure 2: Atomic types and adjoints in a pre-group diagram. Note: The pre-group diagrams shown throughout this work are DisCoCat diagrams.

Figure 3: Words and cups in a pre-group diagram. Note: The heuristic for predicting the cup count is word count minus one.
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Figure 4: Sentence-ender and meaning-carrier in a polite sentence.

Figure 5: Particles in pre-group diagrams of casual Japanese verbs.

Figure 6: The genitive use of the particle の (no).

Figure 7: Casual verb sentence-ender in a pre-group diagram.
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Figure 8: Predicate adjectives are casual verbs.

Figure 9: Japanese adverb in a casual sentence.

Figure 10: て(te)-form in a pre-group diagram.

Figure 11: The casual copula in a pre-group diagram.
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Figure 12: Polite and casual juxtaposition of the same sentence.

Figure 13: Polite sentence with a predicate い (i)-adjective.

suffixing します (shi-masu) to a noun, it simply means doing the 
noun’s action. Verbal nouns require an n.r type in the meaning-
carrier since no particle is present to link the noun to the meaning-
carrier し (shi). Figure 15 demonstrates a verbal noun’s behavior.

Titles in Japanese are akin to those in English. The use of the most 
universally recognized title, さん (san), can be translated as “Mr.”, 
“Mrs.”, “Ms.”, “Miss” or any other related title. It specifies no sex 
or marital status. Instead, it simply elevates the use of a name in 
politeness. Since this is its function, it modifies the type of the 
name it suffixes. While it remains an n, a polite name also bears an 
h.l to anticipate the following title suffix, as in Figure 16.

Second, the h on the left side of n.r is a special case that occurs 
only withです (desu). This h causes the predicate noun preceding 
です (desu) to expect two cups. This expectation is because です 
(desu) serves two purposes in the sentence. Its first purpose is that 
of the copula the textual case of equivalence. The second purpose 
is to mark the sentence as polite the interpersonal case of honorifics. 
This dual purpose of a single word perfectly demonstrates the two-
dimensional nature of Japanese sentences Figure 14 underscores this. 

A verbal noun is a noun with a verb suffixed directly onto it without 
having a particle as a buffer. In polite Japanese, the most common 
of these verbs is します (shi-masu), meaning “do” or “will do”. By 
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Figure 16: Comparison of a casual name and a polite name with a title.

Figure 14: A special case: Predicate-noun usage of です (desu). Note: The term “vertical” is used in conjunction with interpersonal information 
because interpersonal information encapsulates the hierarchical structures of social context. “Horizontal” is similarly related to the idea of the 
textual dimension because the textual dimension is concerned with the time-bound, one-dimensional conveyance of information. It does not 
consider to whom or from whom the information comes.

tolerance, error correction, or other hardware advances occur [13]. 

That is a key reason why QNLP experiments have traditionally 
limited themselves to only the noun type, called n, or noun 
phrases, NP, and the sentence type, known as s [10,11]. This work 
pushes beyond that standard to include a third type: The honorific 
type h. However, incorporating more than three atomic types is 
beyond the scope of this experiment. This constraint also limits the 
present study to considering only two levels of honorifics, though 
the Japanese honorific system is significantly more complex than 
that. Further work can investigate additional atomic types and 
honorifics. Additionally, the availability of quantum hardware long 
queueing, limited vendors, and cost currently limits the design of 
this experiment.

Software implementation
This section discusses the limitations of software implementation 
using lambeq before introducing the diagramizer algorithm. The 
section continues with a discussion on functorially converting 
diagrams into quantum circuits. It then concludes with a discussion 
of the content and form of a quantum circuit that encodes the h 
type.

Limitations
Before discussing software implementation, limitations of 
contemporary Noisy Intermediate-Scale Quantum (NISQ) devices 
and the lambeq python package need to be acknowledged. First, 
deep circuits and complex language models those that feature many 
disparate atomic types are currently beyond their capabilities until fault 

Figure 15: Verbal noun condition in a polite predicate. Note: The casual version of します (shi-masu) is する (suru), which behaves in the same 
manner as its polite counterpart.
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be preceded by any of the consonantal sounds in Japanese and still 
yield a valid sentence-ender (i.e., う (u), く (ku), す (su), る (ru)). In this 
case, romaji makes the validation check easier since checking for 
“u” catches all valid word endings. The い (i)-adjective case requires 
a little more processing to ensure that the ending “i” character is 
not a common な (na)-adjective like 綺麗 (kirei) and 有名 (yuumei) 
by checking for “ei”. While this is not a perfect solution, as this also 
does not address common names, it is sufficient to handle every 
sentence encountered in this study’s corpus. In this case, kanji and 
kana characters would be more valuable as the い (i)-adjective must 
end with the hiragana い (i). There is no way to detect this perfectly 
without using kanji or treating “i” as a separate token. Investigating 
these approaches is left to future work. See Table 1 for examples of 
valid and invalid sentence-enders.

Step 2-Index special words: The algorithm proceeds as follows:

1. Define a map where special words are keys and the values are 
empty lists.

2. For every word in the sentence:

 a. If the word is one of the special words (keys) identified in 
Table 2.

  i. Append the index of the special word to the 
corresponding list.

 b. If not, take no action.

A map of lists is flexible enough to handle multiple occurrences 
of the same special word occurring in different sentence positions. 
For example, it is common for the particle に (ni) to appear two 
or three times in the same sentence. The map collects the lists to 
make them accessible through a common data structure. Figure 17 
illustrates the logic of step 2.

Step 3-Count particles and build particle links: The algorithm is 
as follows:

1. Define a particle count accumulator variable.

2. For each special word map key that represents a particle:

 a. Determine the length of the value-the list of indices. 

 b. Add this length to the particle count accumulator.

3. Initialize a particle_links variable with the atomic type identity Ty.

4. For each counted particle, matrix multiply (@operator) the 
particle_links variable by s.l.

Because the number of particles can vary significantly, it is only 
possible to adequately type the predicate by first counting the 
number of particles in the sentence. Given the map of special 
words and lists of indices, particle counting proceeds as illustrated 
in Figure 18.

The particle count is then used to build a portion of the complex 
type needed for the predicate. This portion is called the particle 
links. The particle count is required because each particle must 
link to the predicate. The algorithm relies on the fact that an empty 
Ty the same lambeq class used to define the custom h type returns 
the atomic type identity value. Thus, by initializing the particle 
links variable with an empty Ty, the correct complex type can be 
constructed using iterative matrix multiplications as represented 
by the “@” operator. This approach allows for a programmatic 
construction of a particle link list of variable length, as shown in 
Figure 19.

Second, lambeq itself has some limitations. First, it cannot 
parse multiple sentences simultaneously. Though researchers 
are developing the capability to do so, it is not available to the 
open-source community at this time. The present study focuses 
on individual sentences rather than attempting to work around 
this limitation [59]. Further, lambeq has developed a parser, the 
BobcatParser, which only supports English. The depCCG parser, 
which does support Japanese, is not included in the lambeq 
installation, is not actively supported by lambeq, and is plagued 
by a bug in the depCCG installation process. The bug is a known 
issue but is not quickly resolved [60,61]. Because of this bug, parsing 
a non-English sentence into a pre-group diagram requires writing 
custom code using lambeq’s Application Programming Interface 
(API) [62]. This code resides on the author’s GitHub page [14].

The diagramizer algorithm
The purpose of the diagramizer algorithm is to parse a simple 
Japanese sentence into a pre-group diagram so that it can 
subsequently transform into a quantum circuit. The algorithm 
consists of eight steps:

1. Receive and validate the input.

2. Locate the indices of special words in the sentence.

3. Count the number of particles to prepare for assigning a 
complex type to the sentence-ender.

4. Assign the type to the predicate by identifying the sentence-
ender and, if necessary, other special words found in the 
predicate.

5. Assign the type to the rest of the sentence.

6. Create a complete list of atomic types and adjoints. 

7. Pair atomic types and adjoints with cups, marking the paired 
ones so the algorithm will not attempt to pair them again.

8. Draw the resulting diagram.

Step 1-Input validation: The algorithm proceeds as follows:

1. Confirm that the input sentence is not null.

2. Check if the sentence-ender is the copula だ (da). 

 a. If so, the sentence is valid.

3. Check if the sentence-ender’s final character is “u”.

 a. If found, the sentence is valid. 

4. Check if the sentence-ender’s final character is “I”. 

 a. If found, confirm the sentence-ender’s penultimate 
character is not “e”.

  i. If not, the sentence ends in an い(i)-adjective and is 
valid.

5. If conditions 2, 3 or 4 are unmet, the sentence is invalid.

Input validation ensures essential grammatical rules are met rather 
than attempting to address every possible edge case. The sentence is 
valid if the casual copula だ (da) is present. Validation handles this 
case first because it is unusual. No other valid sentence-enders end 
with the “a” phoneme in this model. Even if a specific subject is not 
present, the sentence-ender in Japanese implies the subject so that 
it will produce a valid utterance even in isolation. The next check 
is looking for the ending phoneme “u”, which handles the case of 
です (desu), ます (masu), and non-past casual verbs. The “u” could 
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Table 1: Sentence-ender candidates and their validity.

Japanese Transliteration Part of Speech Translation Valid?

嫌い kirai い(i)-adjective “Dislike”, “hate” Yes

綺麗 kirei Noun or な(na)-adjective “Beautiful”, “clean” No

ます masu Verb
None

Yes
(Polite verb ender)

持つ motsu Verb “Hold” Yes

源治 Genji Noun
None

No
(Name)

だ da Copula
“is”, “am”, “are”

Yes
(Casual)

です desu Copula
“is”, “am”, “are”

Yes
(Polite)

Note: A な(na)-adjective is a noun that modifies another noun using the word な(na). It generally behaves as a noun and is, thus, considered as such here. 
An い(i)-adjective is a proper adjective in Japanese. The い(i)-adjective and な(na)-adjective monikers are ubiquitous in Japanese educational literature 
targeting native English speakers.

Table 2: Special words (keys) and their identification.

Japanese Transliteration Part of speech Translation

は ha Particle Topic marker

が ga Particle Subject marker

に ni Particle Dative marker

で de Particle Locative or instrumental marker

を wo Particle Accusative marker

の no Particle
“‘s” or “of”

(Genitive)

さん san Title “Mr.”, “Ms.”, "Mrs."

だ da Copula
“is”, “am”, “are”

(Casual)

です desu Copula
“is”, “am”, “are”

(Polite)

ます masu Verb
None

(Polite verb ender)

Note: See cardinal’s master’s thesis for more information on the case markers in the translation column.

Figure 17: Finding special word indices. Note: A map of lists stores the special word indices. A flat list represents the map of lists in Figure 17 for 
conciseness.
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the particle を (wo) is not found at ます (masu)’s index-3, then 
the predicate contains a verbal noun.

  i. Assign the word found at ます (masu)’s index-3 as n.

  ii. Assign the meaning-carrier as 

  iii. n.r @ particle_links @ s @ h.l.

 e. Else, the word found at ます (masu)’s index-2 is a polite 
verb.

  i. Assign the meaning-carrier as particle_links @ s @ h.l.

4. If the final word in the sentence ends with the character “i” 
and its final two characters are not “ei”, the word is an い(i)-
adjective.

 a. Assign the sentence-ender’s type as particle_links @ s.

5. If the final word in the sentence ends with the character “u”, 
then it is a casual verb. 

 a. If the penultimate word ends with “ku”, the predicate 
contains an adverb.

  i. Assign the penultimate word as s.l.l.

  ii. Assign the sentence-ender as s.l @ particle_links @ s.

 b. If the penultimate word ends with “te”, then the predicate 
contains a て(te)-form verb.

 i. Assign the penultimate word as particle_links @ s.l.l.

 ii. Assign the sentence-ender as s.l @ s.

 c. If the final word is する(suru), and the particle を(wo) is 
not the penultimate word, then the predicate contains a verbal 
noun.

 i. Assign the penultimate word as n.

 ii. Assign the sentence-ender as n.r @ particle_links @ s.

 d. Else, the penultimate word does not alter the sentence-
ender’s type assignment.

 i. Assign the sentence-ender as particle_links @ s.

Step 4-Assign the predicate’s types: The algorithm proceeds as 
follows:

1. If the special word indices map keys だ (da) returns a non-
empty list:

 a. Assign sentence-ender type as n.r @ particle_links @ s.

2. If the special word indices map keys です (desu) returns a non-
empty list:

 a. If the word found at です (desu)’s index-1 ends with the 
final character “i” and its final two characters are not “ei”:

  i. Assign the sentence-ender type as h.

  ii. Assign the meaning-carrier type as 

  iii. particle_links @ s @ h.l. It is an い(i)-adjective.

 b. Else, the word found at です(desu)’s index-1 is a noun.

  i. Assign the sentence-ender type as 

  ii. h @ n.r @ particle_links @ s.

3. If the special word indices map keys ます (masu) returns a non-
empty list:

 a. Assign the sentence-ender type as h.

 b. If the word found at ます (masu)’s index-3 ends with “ku”, 
then the predicate contains an adverb.

  i. Assign the word found at ます (masu)’s index-3 as s.l.l.

  ii. Assign the meaning-carrier as 

  iii. s.l @ particle_links @ s @ h.l.

 c. If the word found at ます (masu)’s index-3 ends with “te”, 
then the predicate contains a て (te)-form verb.

  i. Assign the word found at ます (masu)’s index-3 as 

  ii. particle_links @ s.l.l.

  iii. Assign the meaning-carrier as s.l @ s @ h.l.

 d. If the word found at ます (masu)’s index-2 is し (shi), and 

Figure 19: Building particle links block visualization. Note: The “* n” represents the repetition of the “@ s.l” string in the figure n times.

Figure 18: Special word map key for lists of indices, particle counting.
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to assign types to the rest of the sentence using offsets from the 
indexed words as follows:

1. Assign the length of the word list to a variable called word_
count.

2. Initialize a new list, called types, of size word_count, containing 
the type assignments for the words in the sentence.

3. Assign the complex type of the sentence-ender to types[word_
count-1].

4. If there is a meaning-carrier:

 a. Assign the complex type of the meaning-carrier to 

 b. types[word_count-2].

5. If the sentence-ender’s complex type is h @ n.r @ particle_links 
@ s:

 a. If types[word_count-2] is unassigned:

  i. Assign types[word_count-2] as n @ h.l. 

6. If the sentence-ender’s complex type is n.r @ particle_links @ s:

 a. If types[word_count-2] is unassigned:

  i. Assign types[word_count-2] as n.

7. For each title that returns a list from the special word index 
map that is not empty:

 a. Combine the lists into a new list and sort it.

 b. For each instance of a title:

  i. Assign types[title_index] as h.

	 c.	 If	title_index	≥	1	and	types[title_index	-	1]	is	unassigned:

  i. Assign types[title_index-1] as n @ h.l.

8. If の (no) returns a list from the special word index map that is 
not empty:

 a. For each instance of の (no):

  i. Assign types[no_index] as n.r @ n @ n.l.

	 b.	 If	no_index	≥	1	and	types[no_index-1]	is	unassigned:

  i. Assign types[no_index-1] as n.

 c. If no_index < word_count and types[no_index+1] is 
unassigned:

  i. Assign types[no_index+1] as n.

9. For each particle that returns a list from the special word index 
map that is not empty:

 a. Combine the lists into a new list and sort it.

 b. For each instance of a particle:

  i. Assign types[particle_index] as n.r @ s.l.l.

	 c.	 If	 particle_index	 ≥	 2	 and	 types[particle_index-2]	 is	
unassigned:

  i. Assign types[particle_index-2] as n @ n.l.

	 d.	 If	 particle_index	 ≥	 1	 and	 types[particle_index-1]	 is	
unassigned:

  i. Assign types[particle_index-1] as n.

10. Define a new list to hold lambeq words.

6. Else, the sentence is invalid.

Typing the predicate involves first determining which word is 
the sentence-ender. To that end, the algorithm checks the special 
word keys for だ (da), です (desu), and ます (masu) for a non-empty 
list. A special word does not end the sentence if all three return 
empty lists. The standard complex type for a casual verb or an い
(i)-adjective is assigned instead. Note that casual sentences do not 
include a meaning-carrier as the sentence-ender carries the s type. 
If です(desu) is the sentence-ender, its type assignment will change 
depending on whether it succeeds an い(i)-adjective or a predicate 
noun. In the case of an い (i)-adjective, です (desu) functions purely 
honorifically. It carries only the h type. 

The consequence is that the い (i)-adjective becomes the meaning-
carrier in the sentence. In the case where the preceding word is 
a predicate noun, です (desu) will carry both the s type and the 
h type, requiring two cups between the predicate noun and です 
(desu), as shown in Figure 20. In this solitary case, it does not hold 
that the cup count equals word count minus one. This case is the 
archetypal example of how です(desu) functions simultaneously in 
the interpersonal (honorific) and textual sense.

Ifます (masu) is the sentence-ender, then its type assignment 
is guaranteed to be h. The primary work of the algorithm is to 
determine the type assignment of the meaning-carrier, which will 
always be in the penultimate position of the sentence. 

Adverbs may modify polite and casual verbs alike, て (te)-form 
verbs, or verbal nouns, which all alter the type of the meaning-
carrier. Figure 21 visualizes this section of the algorithm from the 
perspective of polite verbs, but the logical flow applies equally to 
casual verbs.

Figure 20: Typing です (desu) visualization.

Figure 21: Logic Visualization for Typing a ます (masu) predicate. 
Note: In the case of a casual predicate, there is no meaning-carrier.

Step 5-Assign remaining types: The fifth step consists of first 
assigning types to the indexed special words. It then proceeds 
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1. Initialize a string variable called atomic_types with “@” (at-
sign).

2. For each type in the types list:

 a. Cast the type into a string.

 b. Concatenate the string onto atomic_types.

3. Split the atomic_types string into a list of sub-strings using “@” 
as the delimiter.

Based on the assigned types appended to the types list, a new list of 
atomic types must be created to facilitate the instantiation of lambeq 
cups. Cups expect atomic type indices, not word indices, as a part 
of their constructor. Figure 24 shows a graphical representation of 
the difference between atomic type indices and word indices. 

Figure 24: Atomic type indices visualization.

The at-sign is the delimiter because each list item with a complex 
type assignment includes this symbol as the separator for atomic 
types. The larger string will have a uniform separator between all 
atomic types by concatenating with this same symbol. The third 
and final step is to split the newly built string into a new list of 
atomic types and adjoints.

Step 7-Pair atomic types with adjoints using cups: The algorithm 
proceeds as follows:

1. Find the index of the s atomic type. Mark it as paired so that the 
algorithm ignores it. (The Boolean value true is an example).

2. Define a new list of cups.

3. Initialize a control variable named jump_distance as 1.

4. While the atomic_types list contains more than 1 unique 
value and the jump_distance is less than the length of the 
atomic_types list:

 a. For each atomic type in the atomic_types list:

  i. If atomic_types[i] is h.l and 

  ii. atomic_types[i+jump_distance] is h:

1. Instantiate a lambeq cup between the two types.

2. Append the cup to the cups list.

3. Mark the two types as paired.

  iii. If atomic_types[i] is n.l and 

  iv. atomic_types[i+jump_distance] is n:

1. Instantiate a lambeq cup between the two types.

2. Append the cup to the cups list.

3. Mark the two types as paired.

  v. If atomic_types[i] is h and 

  vi. atomic_types[i + jump_distance] is n.r:

1. Instantiate a lambeq cup between the two types.

11. For each word in the word list and each type in the type list:

 a. Instantiate a word by passing each word and its 
corresponding type by index into the word constructor. 

 b. Append the word to the list of words.

Note that the order of assignment of types in the algorithm is 
intentional. The assignment of types begins with the sentence-
ender. The words directly linked to the sentence-ender the meaning-
carrier, if present, or predicate nouns-are typed next. The rest of 
the predicate follows. The algorithm handles titles and names next, 
followed by the possessive particle の (no). The final portion handles 
the particles. This order allows for the appropriate assignment of 
types since the algorithm relies on indices and offsets. 

Step 5 handles the predicate noun usage of です (desu), which 
requires drawing an additional cup, as in Figure 20. A typical pattern 
in the algorithm checks that offset words’ types are unassigned. 
This pattern prevents future type assignments from inadvertently 
overwriting previous ones. The index of the casual copula, だ (da), 
is used to type the noun it suffixes in the same manner as step 6.

Titles, の (no), and particles extend the offset checks to include 
list boundaries because their position in a sentence is not 
predetermined. Further, because the diagramizer algorithm assigns 
types from left to right, combined lists, like those for titles and 
particles, must be sorted into ascending order by index. Failure to 
do so results in particles with low index values failing to pair with 
nouns or verbs. Figure 22 illustrates the process.

The algorithm handles particles last because they determine 
which words are adjectives. It is clear from the complex type of the 
particle that the preceding word is a noun. The less obvious trick 
is that any remaining unassigned types in the processing must be 
adjectives. Therefore, words receive adjective types by decrementing 
the particle index by two. The model, therefore, can account for 
adjectivally modified nouns suffixed with a logical particle. Figure 
22 illustrates the algorithm up to step 9 and includes the order of 
operations. Figure 23 shows steps 10 and 11.

Figure 22: Example of typing sentences based on special word indices.

Figure 23: A representation of a list of lambeq words.

Step 6-Create the atomic type list: The algorithm proceeds as 
follows:
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From diagram to circuit
Now that pre-group diagrams are constructed, the next step 
is to transform the pre-group diagrams into quantum circuits 
functorially. lambeq provides the core functionality. All that is 
needed is the pre-group diagram and an ansatz. Algorithmically, 
the process is the following:

• Instantiate a diagram variable using the diagramizer algorithm.

• Instantiate an ansatz.

• Simplify the diagram into its normal form.

• Simplify the diagram further by removing cups.

Ansatz refers to a parameterized quantum circuit used as the starting 
point of Quantum Machine Learning (QML) model training. Like 
the initial parameters fed into a neural network, the ansatz adjusts 
during training [63]. Normalizing a diagram means simplifying 
its wires into a standardized diagrammatic representation, like in 
Figure 22. Normalization removes spurious cups, caps, and wires via 
the snake equations [64,65]. After achieving this form, the remove 
cups rewriter removes the cups, further simplifying the diagram. 
Removing the cups reduces the post-selections in the quantum 
circuit, which yields significant performance improvements during 
QML experiment circuit evaluation [66,67]. The ansatz receives the 
simplified diagram, transforming it into a quantum circuit.

The transformation from diagrams to circuits is possible because 
of the underlying mathematical structures variations of monoidal 
categories that the two representations share. This transformation 
leverages a functor, a structure-preserving map in category theory 
that sends objects and morphisms of one category to another. In 
this study, the functor is the ansatz, and it sends the structure of 
the pre-group diagram (a rigid monoidal category) to the structure 
of the quantum circuit (a dagger-compact closed category) [68-73]. 
Simply put, functors allow one to translate common structures 
between different mathematical contexts. Figure 27 provides 
an example. They also, therefore, reveal common mathematical 
patterns in diverse disciplines.

Figure 27: An example functor.

Reading quantum circuits for Japanese
It is now time to examine and discuss the structure of an example 
circuit that encodes honorific information. Figure 28 contains one 
such example.

The ansatz encodes the words in the quantum circuit. The ansatz 
used in this study is the Instantaneous Quantum Polynomial (IQP) 
ansatz, which creates layers from Hadamard gates and Controlled 
Rotation about the z-axis (CRz) gates to implement diagonal unitary 
matrices. For each word represented with a single qubit, three phase 
rotations are performed based on the n_single_qubit_params 

2. Append the cup to the cups list.

3. Mark the two types as paired.

  vii. If atomic_types[i] is s.l.l and 

  viii. atomic_types[i+jump_distance] is s.l:

1. Instantiate a lambeq cup between the two types.

2. Append the cup to the cups list.

3. Mark the two types as paired.

 a. Increment jump_distance by 1.

Creating cups means connecting atomic types with their adjoints, 
simplifying them from the larger calculation. Only the s atomic 
type should remain unpaired, indicating a grammatically correct 
pre-group diagram. The processing concludes after marking all 
atomic types and adjoints as paired with a standard number, string, 
or Boolean. There are four potential match conditions for each 
item in the atomic_types list. Matches are either left-adjoints that 
pair with the atomic type (i.e., h.l to h), atomic types that pair with 
right-adjoints (i.e., n to n.r), or double left-adjoints that pair with 
single left-adjoints (s.l.l to s.l). If one of these valid matches exists 
between the index and the index summed with the current jump 
distance, then a cup is instantiated. This process continues until no 
more un-matched candidates remain, running in worst case O(n2) 
time. Figure 25 illustrates the concept of jump distance the offset 
value used to find a potential match. Figure 26 illustrates the whole 
process.

Figure 25: Jump distances illustrated.

Figure 26: Atomic type value updates during step 7.

Step 8-Draw the pre-group diagram: After instantiating a word list 
and a cup list, all that remains is to draw the diagram. These two 
lists pass into the create_pre-group_diagram method of lambeq’s 
diagram static class. The lambeq library handles everything from 
there.



15

Walton RD

Int J Swarm Evol Comput, Vol.13 Iss.4 No:1000379

A binary classification experiment
The experiment aims to show that trained parameterized circuits 
containing the h type can perform a binary classification task on 
labeled datasets. The datasets for this experiment include a training 
dataset with 100 sentences, a validation dataset with 80 sentences, 
and a test dataset with 80 sentences. Each sentence is labeled 
with a zero if it contains no honorifics or a one if at least one 
honorific type, h, is present. The circuit, therefore, will be learning 
to identify whether a sentence is polite or casual in Japanese. The 
experiment relies on the PennyLane model, which combines the 
classical and the quantum together into a promising new approach 
called quantum transfer learning [77,78]. PennyLane allows for 
simultaneous training of quantum circuits and neural networks 
and uses classical machine learning libraries, optimizers, and tools 
with quantum circuits [79].

Methods
The experiment requires the selection of several variables and their 
values. Table 3 shows these variables and the values selected for the 
experiment.

Table 3: Hyper-parameters and other key variables.

Variable Value

Batch size 10

Epochs 15

Learning rate 0.1

Seed 42

Optimizer Adam W

Evaluation function Accuracy

Loss Mean-squared error

Ansatz

Types: n,s,h; 

Qubits per type: 1

Layers: 2; 

Rotations: 3

Backend Default. qubit

Rewriter Unified codomain rewriter

Trainer Pytorch trainer

To prepare diagrams for the trainer, they were passed to a Unified 
Codomain Rewriter to pad them into a uniform tensor shape. The 
batch size refers to the number of diagrams the trainer processes 
simultaneously. The epochs are the number of complete passes 
to take over the training dataset. The learning rate refers to the 
magnitude of parameter adjustments during training. The trainer 
will use this value and the optimizer to calculate the gradient 
and perform gradient descent based on the result, which should 
improve the model’s performance on subsequent epochs. Next, the 
seed sets all the random number generators: one for PyTorch, one 
for the Python random number generator, and one for numpy. The 
selected optimizer is Adam W, a standard in academia. 

The ansatz is the same as in Figure 28, except it uses two layers 
of Hadamard gates and unitary matrices. Lastly, as a note, this 
experiment was not run on real hardware due to limited availability 
and time, though individual circuits were sent to IBM hardware 
and evaluated to demonstrate that these circuits can run on 
real hardware (Appendix B for output). Training models on real 

parameter. With an IQP ansatz, Euler decomposition represents 
the value of a qubit. This representation performs rotations about 
the x-axis, z-axis, and x-axis to set the qubit’s value.

Figure 28 is read from top to bottom as indicated by the open 
end of the 帰り (kaeri) wire; however, if one follows the sentence’s 
word order, the diagram has a spiral structure, as indicated by the 
outermost arrows in Figure 29. Assuming one is reading left to 
right, the first word of the sentence appears in the second position. 
The flow then follows the CRz gates that join the first and second 
positions together. The first position then controls the third, which 
controls the fourth. A solid black circle marks the control qubit. If 
this qubit’s value is |1⟩, then the Rz operation is performed on the 
target qubit by some angle θ, represented by the words inside the 
Rx and Rz gates [74-76].

Figure 28: A quantum circuit encoded with interpersonal 
information.

Figure 29: Quantum circuit revisited and labeled.

The fourth position in the diagram represents ます (masu). This 
position contains the h type of the sentence. This study, then, 
successfully demonstrated the encoding of a Japanese grammar 
model with explicit honorifics into a quantum circuit. In this 
implementation, the CRz gate controls the h type, which undergoes 
three phase rotations as the noun types do. Further work is needed 
to determine whether h warrants a specialized encoding. For now, 
it is enough to have demonstrated that encoding the interpersonal 
metafunction is possible.
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however, it also reveals a limitation. It is learning the training set 
too well and overfitting. 

The test set is reserved for after the training is completed and is 
used to gauge the performance of the model’s first prediction. Since 
the model has never seen the data in the test set, it is a good test of 
its performance in a production environment. Upon performing 
its first prediction on the test set, the model’s accuracy is 70%, 
confirming that it is not ready for production. That said, 96%, 
61%, and 70% scores are better than guessing. Since the purpose 
of this experiment was to prove that interpersonal data from the 
Japanese language can be encoded into quantum circuits and used 
for QML, it is deemed a success. Future work can further this 
preliminary result with a production quality experiment (Table 5).

Table 5: Collected results on training, validation, and test subsets as 
percentages.

Training result Validation result Test result

96.25% 61.25% 70.00%

DISCUSSION

Summary of contributions
This work contributes the following to the body of QNLP research:

1. Leverages lambeq’s custom type functionality to encode the 
interpersonal metafunction of SFL by defining the custom type 
h. A binary classification experiment used circuits encoding 
the h type. Though overfitting limits the usefulness of the 
experiment presented in this paper, the experiment is still a 
preliminary demonstration of the potential value of circuits 
embedded with the h type.

2. Provides a Japanese grammar model, utilities, and a novel 
algorithm for parsing Japanese sentences using lambeq. The 
source code is available on GitHub for other researchers.

3. Encourages exploration into different language models, like 
SFL, and exploration into non-textual information in further 
experiments.

4. Introduces the concept of multi-dimensionality in the Japanese 
language where vertical meaning refers to interpersonal 
information SFL’s interpersonal metafunction encoded in 
grammar and horizontal meaning refers to textual information 
SFL’s textual metafunction.

Summary of avenues for further research
This work recommends the following avenues of future research 
based on its contributions:

1. Extending lambeq with a standardized h type and the ability to 
parse Japanese sentences natively.

2. Exploring complex Japanese types that account for the 
subtle, yet crucial, differences between particles nominative, 
accusative, ablative, and genitive cases.

3. Modifying source code to improve input validation, the 
diagramizer algorithm, and to make the grammar model more 
robust.

4. Considering other languages and linguistic realities, the 
research community is missing by focusing too much on 
English and neglecting low-resource languages.

5. Applying more mathematical rigor to the concept of multi-

hardware takes many hours or days due to queueing, so PennyLane’s 
default qubit backend configuration was deemed suitable for the 
full experiment. The selected evaluation function is accuracy, and 
the loss function is element-wise Mean Squared Error (MSE).

RESULTS 

Table 4 captures the results of the fifteen epochs. Figure 30, which 
follows, contains a graphical representation of the same data.

Table 4: Results of model fitting to training set and validation set.

Epoch
Training set 

loss
Validation 

set loss
Training set 

acc.
Validation 

set acc.

1 0.3646 0.2893 0.475 0.55

2 0.2622 0.2516 0.7 0.6

3 0.251 0.2591 0.6 0.55

4 0.1559 0.2869 0.775 0.5125

5 0.1539 0.2719 0.8625 0.6

6 0.0726 0.2577 0.8875 0.5875

7 0.0616 0.2731 0.875 0.575

8 0.052 0.256 0.9375 0.575

9 0.0965 0.2755 0.9 0.575

10 0.0615 0.28 0.95 0.5625

11 0.05 0.3003 0.925 0.5125

12 0.0581 0.265 0.9125 0.6

13 0.0323 0.2503 0.9375 0.5625

14 0.0565 0.239 0.9375 0.6375

15 0.0153 0.2631 0.9625 0.6125

Note: Columns four and five report the accuracy as decimal values. 
Multiplying them by 100 yields percentages

Figure 30: Graphical representation of experiment’s results.

The training set results in columns two and four exhibit strong 
positive trends. The loss decreases to under 2%, while the accuracy 
steadily increases to over 96%. This behavior is ideal and expected 
for the training set. However, these results can be deceptive, so 
models must always be checked against a validation set for a more 
accurate measure of performance. Columns three and five contain 
the results of the fifteen epochs against the validation set. The 
trend here could be more positive. In fifteen epochs, the validation 
set’s loss does not improve. It continues to hover between 20% and 
30%. The accuracy also vacillates, eventually exceeding 61%. This 
result reveals that the model is learning its training data very well; 
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34. Coecke B, de Felice G, Marsdenm D, Toumi A. Towards compositional 

dimensional meaning, extending it to account for all 
metafunctions of SFL, and presenting it as a conceptual space.

6. Currently, the h type is represented in quantum circuits 
using the same Euler decomposition as a noun, so it is left to 
future work to investigate whether h should receive a unique 
encoding.

7. Create a version of the diagramizer algorithm that processes 
kanji and kana.

CONCLUSION

This preliminary study has shown that encoding the interpersonal 
meaning of language into a quantum circuit is possible and could 
yield fruitful results in future QML experiments and quantum 
applications. Additionally, this endeavor encourages the research 
community to explore new linguistic avenues of research. Language 
encompasses the full spectrum of human experience. For research 
to be complete and fair, it must pay attention to every language 
function and consider the nuances of low-resource languages. 
QNLP’s ability to encode the grammar directly into the model 
perfectly leverages quantum hardware’s capability to compute 
vector spaces. Ultimately, QNLP is a potential path forward toward 
consistent, verifiable natural language processing that cannot be 
ignored.  
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